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CELLULAR MOBILE RADIO SYSTEMS

INTERFERENCE AND CELL COVERAGE FOR SIGNAL AND        
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CELL SITE AND MOBILE ANTENNAS

WIRELESS SYSTEMS AND STANDARDS

INTELLIGENT NETWORK FOR WIRELESS COMMUNICATIONS



COURSE OBJECTIVES

 The course should enable the students to:

 Analyze and design wireless and mobile cellular systems.

 Understand impairments due to multipath fading channel and be 
able simulate standard stochastic channel models for various 
environments.

 Evaluate the fundamental techniques to overcome the different 
fading effects. 

 Interpret current and proposed cellular technologies.

 Able to work in advanced research wireless and mobile cellular 
programs



COURSE OUTCOMES

1. Demonstrate cellular mobile system design concepts in wireless 
mobile communication networks.

2. Design of Antenna system, Antenna parameters and their effects, 
diversity receiver, non co-channel interference-different.

3. Understand the concepts of Handoff, dropped calls and cell 
splitting, Intersystem handoff.

4. Imbibe knowledge about Wireless Systems And Standards GSM 
channels, multiplex access scheme, TDMA, CDMA.

5. Intelligent Network For Wireless Communications SS7 network 
and ISDN for AIN, AIN for mobile communication.



COURSE LEARNING OUTCOMES (CLOs):

 Identify the limitations of conventional Mobile Telephone 
Systems; understand the basic cellular mobile system.

 Remember Uniqueness of mobile radio environment- fading-
Factors Time dispersion parameters, Coherence bandwidth, 
Doppler spread and coherence time.

 Understand the concept of frequency Reuse channels, deduce Co-
channel interference reduction factor.

 Analyze various multiple access schemes and techniques used in 
wireless communication.

 Explain Co-channel interference with near end far end 
interference.

 Understand Signal reflections in flat and hilly terrain, Effect of 
human made structures



COURSE LEARNING OUTCOMES (CLOs):

 Remember concepts of cell coverage for signal and traffic.

 Demonstrate wireless local area networks and their specifications 
in communication system.

 Understand Signal reflections in flat and hilly terrain, Effect of 
human made structures.

 Understand Cell Site And Mobile Antennas 

 Understand Phase difference between direct and reflected path.

 Understand the operation of the various wireless area networks 
such as GSM,IS-95,GPRS and SMS.

 Understand the existing and emerging wireless standards in 
wireless wide area networks



COURSE LEARNING OUTCOMES (CLOs):

 Demonstrate wireless local area networks and their specifications 
in communication system.

 Understand the existing and emerging wireless standards in 
wireless wide area networks.

 Understand the SS7 network and ISDN for AIN, AIN for mobile 
communication.

 Remember the Intelligent cell concept, advanced intelligent 
network..



Module- I : CELLULAR MOBILE RADIO SYSTEMS
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Introduction to cellular mobile System, performance criteria, 

uniqueness of mobile radio environment, operation of cellular 

systems, 

Hexagonal shaped cells, analog and digital Cellular systems, 

General description of the problem, concept of frequency 

channels, Co-channel Interference.

Reduction Factor, desired C/I from a normal case in a omni

directional Antenna system, Cell splitting, consideration of the 

components of Cellular system.



INTRODUCTION TO CELLULAR MOBILE SYSTEM

 Early mobile radio systems
 Mobile Unit

 Cell Site (Base Station)

 MTSO (Mobile Telephone Switching Office)

 System interconnects and

 Communication protocol



INTRODUCTION TO CELLULAR MOBILE SYSTEM

 A service area is split into small geographic areas, called
cells.

 Each cellular base station is allocated a group of radio
channels.

 Base stations in adjacent cells are assigned
different channel groups.

 By limiting the coverage area of a base station, the same
group of channels may be reused by different cells far
away.

 The design process of selecting and allocating channel
groups for all of the cellular base stations within a
system is called frequency reuse or frequency planning.



Cell Shapes

 Geometric shapes covering an entire region without
overlap and with equal area.

 By using the hexagon, the fewest number of cells can cover a
geographic region, and the hexagon closely approximates a
circular radiation pattern which would occur for an omni-
directional antenna.

square equilateral triangle hexagon



Excitation modes

 Center-excited cell Base station transmitter is in the center of
the cell.

 Omni-directional antennas are used.

 Edge-excited cell

 Base station transmitters are on three of the six cell
vertices.

 Sectored directional antennas are used.



The concept of Cluster

 Consider a cellular system which has a total of S duplex
channels available for use.

 The S channels are divided among N cells (cluster).

 Each cell is allocated a group of k channels.

 The total number of available radio channels can be
expressed as S=kN.
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Cluster: N=7

The N cells which collectively use the  

complete set of available frequencies is  

called a cluster.

Cluster size: N=4,7,12  

Frequency reuse Factor: 1/N

Totally S=kN duplex channels



Reuse Planning

 If a cluster is replicated M times within the system, the total
number of duplex channels, C, can be given as C = MkN =
MS.

 Mathematically,N= i2 + ij + j2

 Where i and j are non-negative integers.

 The nearest co-channel neighbors of a particular cell can be
found by doing what follows:

 move i cells along any chain of hexagons;

 turn 60 degrees counter-clockwise;

 move j cells.



Frequency Reuse:  Reuse Planning

 Examples
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19-cell reuse example (N=19)

Method of locating co-channel cells in a cellular system. 
In this example, N = 19 (i.e., I = 3, j = 2) 



Channel Assignment Strategies

 Objectives:

 Increasing capacity

 Minimizing interference

 Classification:

 Fixed channel assignment strategies

 Dynamic channel assignment strategies



Fixed channel assignment

 Each cell is allocated a predetermined set of channels.

 Any call attempt within the cell can only be served by the
unused channels in that particular cell.

 If all the channels in that cell are occupied, the call is
blocked and the subscriber does not receive service.



Dynamic channel assignment  strategies

 Channels are not allocated to different cells
permanently.

 Each time a call request is made, the serving base station
requests a channel from the MSC.

 The switch then allocates a channel to the requested cell
following an algorithm that takes into account:

 The likelihood of fixture blocking within the cell

 The frequency of use of the candidate channel

 The reuse distance of the channel other cost functions.



Handoff Strategies

 Handoff:

 When a mobile moves into a different cell while a
conversation is in progress, the MSC automatically
transfers the call to a new channel belonging to the new
base station.

 Processing handoffs is an important task in any cellular
radio system.



Handoff Strategies:  Requirements

 Handoffs must be performed:

 Successfully;

 As infrequently as possible;

 Imperceptible to the users.

 How to meet these requirements

 Specify an optimum signal level to initiate a handoff;

 Decide optimally when to handoff;

 Consider the statistics of dwell time.



Handoff Strategies:  Requirements



Handoff Strategies: Signal strength measurements

 First generation analog cellular systems:

 Signal strength measurements are made by the base
stations and supervised by the MSC.

 Second generation systems:

 Handoff decisions are mobile assisted;

 The MSC no longer constantly monitors signal strengths.



Handoff Strategies:  Managing of handoffs

Prioritizing Handoffs

 Guard channel: a fraction of the total available channels in a
cell is reserved exclusively for handoff requests from
ongoing calls which may be handed off into the cell.

 Queuing of handoff requests: to decrease the probability of
forced termination of a call due to lack of available channels.

 Queuing of handoffs is possible due to the fact that there is
a finite time interval between the time the received signal
level drops below the handoff threshold and the time the
call is terminated due to insufficient signal level.



Practical Handoff Considerations

 Observations
 High speed vehicles pass through the coverage region of a cell

within a
matter of seconds.

 Pedestrian users may never need a handoff during a call.

 Particularly with the addition of microcells to provide capacity,
the MSC can quickly become burdened if high speed users are
constantly being passed between very small cells.

 It is difficult for cellular service providers to obtain new
physical cell site
locations in urban areas.

 Another practical handoff problem in microcell systems is
known as cell dragging.



The umbrella cell approach



Interference and System  Capacity

 Interference is the major limiting factor in the  performance 

of cellular radio systems:

 a major bottleneck in increasing capacity

 often responsible for dropped calls

 The two major types of system-generated  cellular 

interference are:

 co-channel interference

 adjacent channel interference

 Power Control for Reducing Interference



Co-channel Interference and  System Capacity

 Co-channel Interference

 Cells using the same set of frequencies are called co-
channel cells, and the interference between signals from
these cells is called co-channel interference.

 Unlike thermal noise which can be overcome by increasing
the signal-to-noise ration (SNR), co-channel interference
cannot be combated by simply increasing the carrier power
of a transmitter. This is because an increase in carrier
transmit power increases the interference to neighboring
co-channel cells.

 To reduce co-channel interference, co-channel cells must
be physically separated by a minimum distance to provide
sufficient isolation due to propagation.



Co-channel cells for 7-cell  reuse



Co-channel Interference and  System Capacity

 The co-channel interference ratio is a function of the radius of
the cell (B) and the distance between centers of the nearest
co- channel cells (D).

 By increasing the ratio of D/R, the spatial separation between co-
channel cells relative to the coverage distance of a cell is
increased. Thus interference is reduced.



Cochannel reuse ratio

 The parameter Q= D/R, called the cochannel reuse  ratio, is 
related to the cluster size N.

 When the size of each cell is approximately the same, and  
the base stations transmit the same power, we have

Q= D/R=(3N)1/3

 A small value of Q provides larger capacity since the  
cluster size N is small, whereas a large value of Q  
improves the transmission quality, due to a smaller level of  
co-channel interference.

 A trade-off must be made between these two objectives in
actual cellular design.



Smaller N is greater capacity



Signal-to-interference ratio  (SIR)



Signal-to-interference ratio  (SIR)

 The average received power  P at a distance d from the  
transmitting antenna is  approximated by

 If all base stations transmit  at the same power level, the  
SIR can be given as

 In practice, measures  should be taken to keep the  SIR on 
a acceptable level.
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Adjacent Channel Interference

 Interference resulting from signals which are adjacent in
frequency to the desired signal is called adjacent channel
interference.

 Adjacent channel interference results from  imperfect 
receiver filters which allow nearby  frequencies to leak into 
the passband.

 Near-far effect:

 If an adjacent channel user is transmitting in very  close 
range to a subscriber's receiver, the problem  can be 
particularly serious.



Adjacent Channel Interference

 Adjacent channel interference can be minimized  through 

careful filtering and channel assignments:

 By keeping the frequency separation between each  
channel in a given cell as large as possible, the adjacent  
channel interference may be reduced considerably.

 Channel allocation schemes can also prevent a secondary  
source of adjacent channel interference by avoiding the  
use of adjacent channels in neighboring cell sites.

 High Q cavity filters can be used in order to reject adjacent  
channel interference.



Adjacent Channel Interference

Adjacent Channel Interference



Power Control for Reducing  Interference

 In practical cellular radio and personal communication
systems the power levels transmitted by every subscriber
unit are under constant control by the serving base stations.

 This is done to ensure that each mobile transmits the
smallest power necessary to maintain a good quality link on
the reverse channel.

 Power control not only helps prolong battery life for 
the  subscriber unit, but also dramatically improves the
reverse  channel S/I in the system.

 Power control is especially important for emerging CDMA
spread spectrum systems that allow every user in every cell
to share the same radio channel.



Improving Capacity In Cellular  Systems

 As the demand for wireless service increases, the number of
channels assigned to a cell eventually becomes insufficient to
support the required number of users.

 Techniques to expand the capacity of cellular systems :
 Cell splitting: increases the number of base stations in

order to increase capacity.
 Sectoring: relies on base station antenna placements to

improve capacity by reducing co-channel interference.
 Coverage zone: distributes the coverage of a cell and extends

the cell boundary to hard-to-reach places.



Cell Splitting

 Cell splitting is the process of subdividing a congested cell into
smaller cells, each with its own base station and a
corresponding reduction in antenna height and transmitter
power.

 Cell splitting increases the capacity of a cellular system since it
increases the number of times that channels are reused.



Cells are split to add channels  with no new 
spectrum usage



Cell Splitting increases capacity



Sectoring

 The technique for decreasing co-channel interference and thus
increasing system capacity by using directional antennas is
called sectoring.

 The factor by which the co-channel interference is reduced
depends on the amount of sectoring used.



Sectoring improves S/I



Sectoring improves S/I



A Novel Microcell Zone Concept

 Zone Concept

 Zone sites are connected to a single base station and
sharethe same radio equipment.

 The zones are connected by coaxial cable, fiberoptic cable,
or microwave link to the base station.

 Multiple zones and a single base station make up acell.

 As a mobile travels within the cell, it is served by the
zonewith the strongest signal.

 This technique is particularly useful along highways or
along urban traffic corridors.



The Zone Cell Concept



Module II : INTERFERENCE AND CELL COVERAGE FOR 

SIGNAL AND TRAFFIC

48

Introduction to Co-Channel Interference, real time Co-Channel 

interference, Co-Channel measurement, design of Antenna system, 

Antenna parameters and their effects, diversity receiver, non-

cochannel interference-different types. 

Signal reflections in flat and hilly terrain, effect of human made 

structures, phase difference between direct and reflected paths, 

constant standard deviation.

straight line path loss slope, general formula for mobile propagation 

over water and flat open area, near and long distance propagation 

antenna height gain, form of a point to point model.

.



Introduction to Radio Wave  Propagation

 The mobile radio channel places fundamental  
limitations on the performance of wireless  
communication systems.

 Radio channels are extremely random and do not  offer 
easy analysis.

 Modeling radio channel is important for:

 Determining the coverage area of a transmitter

 Determine the transmitter power requirement

 Determine the battery lifetime
 Finding modulation and coding schemes to improve

the  channel quality

 Determine the maximum channel capacity



Introduction to Radio Wave  Propagation

 The mechanisms behind electromagnetic wave propagation are
diverse, but can generally be attributed to reflection, diffraction
and scattering.

 Propagation models have traditionally focused on predicting
the average received signal strength at a given distance from
the transmitter, as well as the variability of the signal
strength in close spatial proximity to a particular location.



Introduction to Radio Wave  Propagation

 Propagation models that predict the mean signal strength for
an arbitrary transmitter-receiver (T-R) separation distance are
useful in estimating the radio coverage area of a transmitter
and are called large-scale propagation models.

 On the other hand, propagation models that characterize the
rapid fluctuations of the received signal strength over very
short travel distances (a few wavelengths) or short time
durations (on the order of seconds) are called small-scale or
fading models.



Figure 4.1 Small-scale and large-scale fading.

Introduction to Radio Wave  Propagation



Basics - Propagation

At VLF, LF, and MF bands,
radio waves follow the
ground.
AM radio broadcasting uses
MF band

At HF bands, the ground waves
tend to be absorbed by the
earth. The waves that reach
ionosphere (100-500km above
earth surface), are refracted and
sent back to earth. absorption

reflection
Ionosphere



Basics - Propagation

Reflected Wave

-Directional antennas are used
-Waves follow more direct paths
-LOS: Line-of-Sight Communication
-Reflected wave interfere with the original signal

VHF Transmission

LOS path



Basics - Propagation

 Waves behave more like light at higher frequencies

 Difficulty in passing obstacles

 More direct paths

 They behave more like radio at lower  frequencies

 Can pass obstacles



Radio Propagation Models

 Transmission path between sender and  receiver could be

 Line-of-Sight (LOS)

 Obstructed by buildings, mountains andfoliage

 Even speed of motion effects the fading  characteristics of 
the channel



Three Radio Propagation  Mechanisms

 The physical mechanisms that govern radio  propagation are 
complex and diverse, but generally  attributed to the 
following three factors

1. Reflection

2. Diffraction

3. Scattering

 Reflection

 Occurs when waves impinges upon an obstruction 
that is  much larger in size compared to the 
wavelength of the  signal

 Example: reflections from earth and buildings

 These reflections may interfere with the original 
signal  constructively or destructively



Three Radio Propagation  Mechanisms

 Diffraction

 Occurs when the radio path between sender and receiver is
obstructed by an impenetrable body and by a surface with
sharp irregularities (edges)

 Explains how radio signals can travel urban and rural
environments without a line-of-sight path

 Scattering

 Occurs when the radio channel contains objects whose sizes
are on the order of the wavelength or less of the propagating
wave and also when the number of obstacles are quite large.



Three Radio Propagation

Mechanisms

Building Blocks

D

R

S

R: Reflection
D: Diffraction
S: Scattering

transmitter

receiver

D

Street



Three Radio Propagation  Mechanisms

 As a mobile moves through a coverage area, these 3
mechanisms have an impact on the instantaneous received
signal strength.

 If a mobile does have a clear line of sight path to the
base-station, than diffraction and scattering will not
dominate the propagation.

 If a mobile is at a street level without LOS, then
diffraction and scattering will probably dominate the
propagation.



Radio Propagation Models

 As the mobile moves over small distances, the instantaneous
received signal will fluctuate rapidly giving rise to small
scale fading

 The reason is that the signal is the sum of many
contributors coming from different directions and since
the phases of these signals are random, the sum behave
like a noise (Rayleigh fading).

 In small scale fading, the received signal power may
change as much as 3 or 4 orders of magnitude (30dB
or 40dB), when the receiver is only moved a fraction
of the wavelength.



Radio Propagation Models

 As the mobile moves away from the transmitter over larger
distances, the local average received signal will gradually
decrease. This is called large-scale path loss.

 Typically the local average received power is computed by
averaging signal measurements over a measurement track
of for PCS, this means 1m-10m track)

 The models that predict the mean signal strength for an
arbitrary-receiver transmitter (T-R) separation distance are
called large-scale propagation models

 Useful for estimating the coverage area of transmitters



Small-Scale and Large-Scale  Fading
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Free-Space Propagation Model

 Used to predict the received signal strength when transmitter
and receiver have clear, unobstructed LOS path between them.

 The received power decays as a function of T-R separation
distance raised to some power.

 Path Loss: Signal attenuation as a positive quantity measured in
dB and defined as the
difference (in dB) between the effective transmitter power and
received power.



Free-Space Propagation Model

 Free space power received by a receiver antenna  
separated from a radiating transmitter antenna by a  
distance d is given by Friis free space equation:

[Equation 1]

 Pt is transmited power
 Pr(d) is the received power
 Gt is the trasmitter antenna gain (dimensionless quantity)
 Gr is the receiver antenna gain (dimensionless quantity)
 d is T-R separation distance in meters
 L is system loss factor not related to propagation (L >= 1)

 L = 1 indicates no loss in system hardware (for our
purposes  we will take L = 1, so we will igonore it in our
calculations)



Free-Space Propagation Model

 The gain of an antenna G is related to its affective  
aperture Aeby:

 The effective aperture of Ae is related to the physical
size of
the antenna, is related to the carrier frequency by:

[Equation3]



Free-Space Propagation Model

 An isotropic radiator is an ideal antenna that radiates power
with unit gain uniformly in all directions.

 It is as the reference antenna in wireless systems.

 The effective isotropic radiated power (EIRP) is defined
as:

 EIRP = PtGt [Equation 4]

 Antenna gains are given in units of dBi (dB gain with respect
to an isotropic antenna) or units of dBd (dB gain with respect
to a half-wave dipole antenna).

 Unity gain means:

 G is 1 or 0dBi



Free-Space Propagation Model

 For Friis equation to hold, distance d should be in the far-
field of the transmittingantenna.

 The far-field, or Fraunhofer region, of a transmitting
antenna is defined as the region beyond the far-field
distance df given by:

 df = 2D2 [Equation 7]

 D is the largest physical dimension of the antenna.

 Additionally, df >> D



Free-Space Propagation Model – Reference 
Distance d0

 It is clear the Equation 1 does not hold for d = 0.
 For this reason, models use a close-in distance d0 as the

receiver power reference point.
 d0 should be >=df

 d0 should be smaller than any practical distance a
mobile system uses

 Received power Pr(d), at a distance d > d0 from a transmitter, is
related to Pr at d0, which is expressed as Pr(d0).

 The power received in free space at a distance greater
than d0 is given by:

Pr(d) = Pr(d0)(d0/d)2 d >= d0 >= df [Equation 8]



Free-Space Propagation Model

 Expressing the received power in dBm and dBW

 Pr(d) (dBm) = 10 log [Pr(d0)/0.001W] + 20log(d0/d)

whered >= d0 >= df and Pr(d0) is in units of watts [Equation 9]

 Pr(d) (dBW) = 10 log [Pr(d0)/1W] + 20log(d0/d)
whered >= d0 >= df and Pr(d0) is in units of watts [Equation 10]

 Reference distance d0 for practical systems:

 For frequncies in the range 1-2 GHz

 1 m in indoor environments

 100m-1km in outdoor environments



Two main channel design  issues

Communication engineers are generally concerned with two main
radio channel issues:

 Link Budged Design

 Link budget design determines fundamental quantities
such as transmit power requirements, coverage areas, and
battery life

 It is determined by the amount of received power that
may be expected at a particular distance or location
from a transmitter

 Time dispersion

 It arises because of multi-path propagation where replicas
of the transmitted signal reach the receiver with different
propagation delays due to the propagation mechanisms
that are described earlier.



Link Budged Design Using Path  Loss Models

 Radio propagation models can be derived

 By use of empirical methods: collect
measurement, fit curves.

 By use of analytical methods

 Model the propagation mechanisms mathematically and
derive equations for path loss

 Long distance path loss model

 Empirical and analytical models show that received signal
power decreases logarithmically with distance for both
indoor and outdoor channels



Path Loss Exponent for Different  
Environments

Environment Path Loss Exponent, n

Free space 2

Urban area cellular radio 2.7 to 3.5

Shadowed urban cellular radio 3 to 5

In building line-of-sight 1.6 to 1.8

Obstructed in building 4 to 6

Obstructed in factories 2 to 3



Selection of free space reference  distance

 In large coverage cellular systems

 1km reference distances are commonly used

 In microcellular systems

 Much smaller distances are used: such as 100m or 1m.

 The reference distance should always be in the far-field of
the antenna so that near-field effects do not alter the
reference path loss.



Log-normal Shadowing

 Equation 11 does not consider the fact the surrounding
environment may be vastly different at two locations
having the same T- R separation

 This leads to measurements that are different than the
predicted values obtained using the above equation.

 Measurements show that for any value d, the path loss PL(d)
in dBm at a particular location is random and distributed
normally.



Log-normal Shadowing, n and 

 The log-normal shadowing model indicates the received
power at a distance d is normally distributed with a
distance dependent mean and with a standard deviation .

 In practice the values of n and are computed from measured
data using linear regression so that the difference between the
measured data and estimated path losses are minimized
in a mean square error sense.



Example of determining n 

 Assume Pr(d0) = 0dBm and
d0 is100m

 Assume the receiver
power Pr is measured at
distances 100m, 500m,
1000m, and 3000m,

 The table gives the
measured values of
received power

Distance from  

Transmitter

Received Power

100m 0dBm

500m -5dBm

1000m -11dBm

3000m -16dBm



Example of determining n

 We know the measured values.

 Lets compute the estimates for received power at
different distances using long- distance path loss
model. (Equation 11)

 Pr(d0) is given as 0dBm and measuredvalue is also the same.

 mean_Pr(d) = Pr(d0) – mean_PL(from_d0_to_d)

 Then mean_Pr(d) = 0 – 10logn(d/d0)

 Use this equation to computer power levels at 500m,
1000m, and 3000m.



Example of determining n 

 Average_Pr(500m) = 0 – 10logn(500/100) = -6.99n

 Average_Pr(1000m) = 0 – 10logn(1000/100) = -10n

 Average_Pr(3000m) = 0 – 10logn(3000/100) = -14.77n

 Now we know the estimates and also measured  actual 
values of the received power at different  distances

 In order approximate n, we have to choose a value  for n 
such that the mean square error over the  collected 
statistics is minimized.



Path loss and Received Power

 In log normal shadowingenvironment:

 PL(d) (path loss) and Pr(d) (received power at a  
distance d) are random variables with a normal  
distribution in dB about a distance dependentmean.

 Sometime we are interested in answering  following kind 

of questions:
 What is mean received Pr(d) power (mean_Pr(d))ata

distance d from a transmitter

 What is the probability that the receiver power Pr(d)  
(expressed in dB power units) at distance d is above  
(or below) some fixed value (again expressed in dB  
power units such as dBm or dBW).



Received Power and Normal  Distribution

 In answering these kind of question, we have  to use the 
properties of normal (gaussian  distribution).

 Pr(d) is normally distributed that is  
characterized by:

 a mean

 a standard deviation



Received Power and Normal Distribution  PDF

Figure shows the PDF of a normal distribution for the received
power Pr at some fixed distance d

(x-axis is received power, y-axis probability)

EXAMPLE:

Probability that Pr is
smaller than 3.3
(Prob(Pr <= 3.3))
Is given with value of
the stripped area
under the curve.



Normal CDF

0.090123

0.5

• The figure shows the CDF plot of the normal distribution
described previously. Prob(Pr <= 3.3) can be found by finding
first the point where vertical line from 3.3 intersects the curve
and then by finding the corresponding point on the y-axis.

 This corresponds to a value of 0.09. Hence Prob(Pr <= 3.3) = 0.09



Percentage of Coverage Area

 We are interested in the following problem

 Given a circular coverage area with radius R from a base
station

 Given a desired threshold power level .

 Find out

 U, the percentage of useful service area

 i.e the percentage of area with a received signal that is
equal or greater than given a known likelihood of
coverage at the cell boundary



Outdoor Propagation

 We will look to the propagation from a transmitter in an outdoor
environment

 The coverage area around a tranmitter is called a cell.

 Coverage area is defined as the area in which the path loss is at
or below a given value.

 The shape of the cell is modeled as hexagon, but in real life it
has much more irregular shapes.

 By playing with the antenna (tilting and changing the height), the
size of the cell can be controlled.



Macrocells

 Base stations at high-points

 Coverage of several kilometers

 The average path loss in dB has normal distribution

 Avg path loss is result of many forward scattering over a
great many of obstacles

 Each contributing a random multiplicative factor

 Converted to dB, this gives a sum of randomvariable

 Sum is normally distributed because of central limit
theorem



Macro cells

 In early days, the models were based on empirical
studies

 Okumura did comprehensive measurements in 1968 and
came up with a model.

 Discovered that a good model for path loss was a
simple power law where the exponent n is a function
of the frequency, antenna heights, etc.



Macrocells versus Microcells

Item Macrocell Microcell

Cell Radius 1 to 20km 0.1 to 1km

Tx Power 1 to 10W 0.1 to 1W

Fading Rayleigh Nakgami-Rice

RMS Delay Spread 0.1 to 10s 10 to 100ns

Max. Bit Rate 0.3 Mbps 1 Mbps



Street Microcells

 Most of the signal power propagates along the street.

 The sigals may reach with LOS paths if the receiver is along
the same street with the transmitter

 The signals may reach via indirect propagation mechanisms if
the receiver turns to another street.



Indoor Propagation

 Indoor channels are different from traditional mobile radio
channels in two different ways:

 The distances covered are much smaller

 The variablity of the environment is much greater for a
much smaller range of T-R separationdistances.

 The propagation inside a building is influenced
by:

 Layout of the building

 Construction materials

 Building type: sports arena, residential home,
factory,...



Indoor Propagation

 Indoor propagation is domited by the same mechanisms
as outdoor: reflection, scattering, diffraction.

 However, conditions are much more variable

 Doors/windows open or not

 The mounting place of antenna: desk, ceiling, etc.

 The level of floors

 Indoor channels are classifiedas

 Line-of-sight (LOS)

 Obstructed (OBS) with varying degrees of clutter.



Indoor Propagation

 Buiding types

 Residential homes in suburban areas

 Residential homes in urban areas

 Traditional office buildings with fixed walls(hard partitions)

 Open plan buildings with movable wall panels(soft partitions)

 Factory buildings

 Grocery stores

 Retail stores

 Sport arenas



Partition Losses

 There are two kind of partition at the same floor:

 Hard partions: the walls of the rooms

 Soft partitions: moveable partitions that does not span to
the ceiling

 The path loss depends on the type of the partitions



Material Type Loss (dB) Frequency (MHz)

All metal 26 815

Aluminim Siding 20.4 815

Concerete Block Wall 3.9 1300

Loss from one Floor 20-30 1300

Turning an Angle in a
Corridor

10-15 1300

Concrete Floor 10 1300

Dry Plywood (3/4in) – 1
sheet

1 9600

Wet Plywood (3/4in) – 1
sheet

19 9600

Aluminum (1/8in) – 1
sheet

47 9600

Partition Losses Average signal loss 
measurements reported



Partition Losses between  Floors

 The losses between floors of a building are determined by

 External dimensions and materials of the building

 Type of construction used to create floors

 External surroundings

 Number of windows

 Presence of tinting on windows



Building FAF (dB) (dB)

Office Building1

Through 1 Floor 12.9 7.0

Through 2 Floors 18.7 2.8

Through 3 Floors 24.4 1.7

Through 4 Floors 27.0 1.5

Office Building2

Through 1 Floor 16.2 2.9

Through 2 Floors 27.5 5.4

Through 3 Floors 31.6 7.2

Partition Losses between  Floors



Signal Penetration Into  Buildings

 RF signals can penetrate from outside  transmitter to the 
inside of buildings

 However the siganls are attenuated

 The path loss during penetration has been  found to be a 
function of:

 Frequency of the signal

 The height of the building



Signal Penetration Into  Buildings

 Effect of Frequency
 Penetration loss decreases

with increasing frequency

 Effect of Height
 Penetration loss decreases with the height of the building up- to 

some certain height

 At lower heights, the urban clutter induces greater attenuation

 and then it increases

 Shadowing affects of adjascent buildings

Frequency (MHz) Loss (dB)

441 16.4

896.5 11.6

1400 7.6



Conclusion

 More work needs to be done to understand  the characteristics 
of wireless channels

 3D numerical modeling approaches exist

 To achieve PCS, new and novel ways of  classifying wireless 
environments will be  needed that are both widely
encompassing  and reasonably compact.
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Sum and difference patterns and their synthesis, omni directional 

antennas, directional antennas for interference reduction, space 

diversity antennas, umbrella pattern antennas, minimum separation 

of cell site antennas, 

high gain antennas, Numbering and grouping, setup access and 

paging channels channel assignments to cell sites and mobile units, 

channel sharing and borrowing, sectorization, overlaid cells, non 

fixed channel assignment, 

Handoff, dropped calls and cell splitting, types of handoff, handoff 

invitation, delaying handoff, forced handoff, mobile assigned 

handoff. Intersystem handoff, cell splitting, micro cells, vehicle 

locating methods, dropped call rates and their evaluation



Small Scale Fading

 Describes rapid fluctuations of the amplitude, phase of
multipath delays of a radio signal over short period of time or
travel distance

 Caused by interference between two or more versions of the
transmitted signal which arrive at the receiver at slightly
different times.

 These waves are called multipath waves and combine at the
receiver antenna to give a resultant signal which can vary
widely in amplitude and phase.



Small Scale Multipath Propagation

 Effects of multipath

 Rapid changes in the signal strength

 Over small travel distances, or

 Over small time intervals

 Random frequency modulation due to varying Doppler  
shifts on different multiples signals

 Time dispersion (echoes) caused by multipath propagation  
delays

 Multipath occurs because of

 Reflections

 Scattering



Multipath

 At a receiver point

 Radio waves generated from the same transmitted signal may
come

 from different directions

 with different propagation delays

 with (possibly) different amplitudes (random)

 with (possibly) different phases (random)

 with different angles of arrival (random).

 These multipath components combine vectorially at the receiver
antenna and cause the total signal

 to fade

 to distort



Multipath Components

Component 1

Componen
t 2

Componen
t N

Radio Signals Arriving from different directions to receiver

Receiver may be stationary or
mobile.



Mobility

 Other Objects in the radio channels may be mobile or
stationary

 If other objects are stationary

 Motion is only due to mobile

 Fading is purely a spatial phenomenon (occurs only when
the mobile receiver moves)

 The spatial variations as the mobile moves will be
perceived as temporal variations

 t = d/v

 Fading may cause disruptions in the communication



Factors Influencing Small Scale Fading

 Multipath propagation

 Presence of reflecting objects and scatterers cause multiple
versions of the signal to arrive at the receiver

 With different amplitudes and time delays

 Causes the total signal at receiver to fade or distort

 Speed of mobile

 Cause Doppler shift at each multipath component

 Causes random frequency modulation

 Speed of surrounding objects

 Causes time-varying Doppler shift on the multipath
components



Factors Influencing Small Scale  Fading

 Transmission bandwidth of the channel

 The transmitted radio signal bandwidth and  bandwidth of the
multipath channel affect the  received signal properties:

 If amplitude fluctuates or not

 If the signal is distorted or not



Doppler Effect

 Whe a transmitter or receiver is moving, the frequency of the
received signal changes, i.e. İ t is different than the frequency of
transmissin. This is called Doppler Effect.

 The change in frequency is called Doppler Shift.

 It depends on

 The relative velocity of the receiver with respect to
transmitter

 The frequenct (or wavelenth) of transmission

 The direction of traveling with respect to the direction of the
arriving signal.



Doppler Shift – Transmitter is  moving

The frequency of the signal  

that is received in front of the  

transmitter will be bigger

The frequency of the signal  

that is received behind the  

transmitter will be smaller



l

X  d
Y

Doppler Shift –Recever is  moving

d
2 t 

f  1   v cos

  l 2  2vt cos
 

Doppler shift (The apparent change in frequency) :

d  XY

l  SX  SY  d cos

l  vtcos

The phase change in the received signal:

v
A mobile receiver is traveling from point X to pointY



Doppler Shift

 The Dopper shift is positive

 If the mobile is moving toward the direction of arrival of 
the wave.

 The Doppler shift is negative

 If the mobile is moving away from the direction of  arrival of 
the wave.



Impulse Response Model of a  Multipath Channel

 The wireless channel charcteristics can be expressed
by impulse response function

 The channel is time varying channel when the receiver is
moving.

 Lets assume first that time variation due strictly to the
receiver motion (t = d/v)

 Since at any distance d = vt, the received power will be
combination of different incoming signals, the channel
charactesitics or the impulse response funcion depends on the
distance d between trandmitter and receiver.



Impulse Response Model of a  Multipath Channel

 The wireless channel characteristics can be expressed
by impulse response function

 The channel is time varying channel when the receiver
is moving.

 Lets assume first that time variation due strictly to the
receiver motion (t = d/v)

 Since at any distance d = vt, the received power will ve
combination of different incoming signals, the channel
charactesitics or the impulse response funcion depends on the
distance d between trandmitter and receiver



Impulse Response Model of a  Multipath Channel

d = vt
v

d

 A receiver is moving along the ground at some constant velocity
v.

 The multipath components that are received at the receiver will 
have different  propagation delays depending on d: distance 
between transmitter and receiver.  Hence the channel impulse 
response depends on d.



Multipath Channel Model

Multipath  

Channel

Mobile1

Mobile2
Base

Station

1st MC

2nd MC

3rd MC

(Multipath Component)

4th MC

1st MC

Multipath  

Channel

2nd MC



Impulse Response Model

b
h(t,)  Reh(t,)e
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Bandpass Channel Impulse Response Model
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Baseband Equivalent Channel Impulse Response Model
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Impulse Response Model
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 2fx(t )  Rec(t)e j 2fct 

y(t )  Rer(t)e j 2fct

r(t)  c(t ) 1 h (t,)

c(t) is the complex envelope representation of the transmittedsignal

r(t) is the complex envelope representation of the received signal

hb(t,) is the complex baseband impulse response



Discrete-time Impulse Response Model of  
Multipath Channel

o= 0

1=

 =(i)i

N-1= (N-1)

Amplitude of

MultipathComponent

 (excess delay)



  i
N-1

Excess delay: relative delay of the ith multipath componentas compared to the  

first arriving component

i : Excesss delay of ith multipath component, N: Maximum excess delay

There are N multipath components (0..N-1)

Excess  

Delay  

Bin



Multipath Components arriving to  a Receiver


(relativedelay  

of multipath  

Comnponent)

1 2 N-2 N-1 Nth Component

  

.......

  

Each component will have different Amplitude (ai) and Phase (θi)

Ignore the fact that multipath components arrive with different angles, and  

assume that they arriving with the same angle in 3D.



Discrete-Time Impulse Response  Model for a 
Multipath Channel

o 1 2 3 4 5 6 N-2 N-1
0(t )

(t1)

(t2)

(t3)

t0

t1

t2

t3

hb(t,)

t



Example 1 – Addition of Two  Signals

-3

-2

-1

2

3

-10 -5 0 5 10

cos(x+pi/16) 

cos(x+pi)
cos(x+pi/16)+cos(x+pi)

1st MC  

2st MC

MC: Multipath Component

Combined 1

Signal

0

a1/a2=1

/16





Example 2 – Addition of Two  Signals

-2

-1

2

3

-3

-10 -5 0 5 10

cos(x+pi/16)  

3*cos(x+pi)  

cos(x+pi/16)+3*cos(x+pi)

1st MC  

2st MC

Combined 1

Signal

0

a1/a2=1/3

/16





Example power delay profile



Power Relationship between Bandwidth  and 
Receiver 

 What happens when two different signals with different 
bandwidths are sent through the channel?

 What is the receiver power characteristics for both
signals?

 We mean the bandwith of the baseband signal

 The bandwidth of the baseband is signal is inversely  
related with its symbol rate.

One symbol



Bandwidth of Baseband  Signals

Highbandwidth  
(Wideband)  
Signal

Lowbandwidth
(Narrowband)
Signal

Continuous  
Wave (CW)
Signal

t



Received Power of Wideband  Sİgnals

jr(t)  i i ia e  p(t  )
N1

Multipath

Wireless Channel

p(t) r(t)

The output r(t) will approximate the channel impulse response since

p(t) approximates unit impulses.

1

2 i0

Assume the multipath components have random amplitudes and phases at

time t.

i 
2 
  a 2  E[P ]
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Received Power of Wideband  Sİgnals

 This shows that if all the multipath components of a transmitted 
signal is  resolved at the receiver then:

 The average small scale received power is simply the sum
of received powers in each multipath component.

 In practice, the amplitudes of individual multipath components 
do not  fluctuate widely in a local area (for distance in the order 
of wavelength or  fraction of wavelength).

 This means the average received power of a wideband signal  do 
not fluctuate significantly when the receiver is moving in a local
area.



Small-Scale Multipath  Measurements

 Several Methods

 Direct RF Pulse System

 Spread Spectrum Sliding Correlator Channel  
Sounding

 Frequency Domain Channel Sounding

 These techniques are also called channel  sounding
techniques

S



Parameters of Mobile Multipath  Channels

 Time Dispersion Parameters

 Grossly quantifies the multipath channel

 Determined from Power Delay Profile

 Parameters include

 Mean Access Delay

 RMS Delay Spread

 Excess Delay Spread (X dB)

 Coherence Bandwidth

 Doppler Spread and Coherence Time



Types of Small-scale Fading

Small-scale Fading

(Based on Multipath Tİme Delay Spread)

Flat Fading

1. BW Signal < BW of Channel
2. Delay Spread < Symbol Period

Frequency Selective Fading

1. BW Signal > Bw of Channel
2. Delay Spread > SymbolPeriod

Small-scale Fading
(Based on Doppler Spread)

FastFading

1. High Doppler Spread
2. Coherence Time < SymbolPeriod
3. Channel variations faster than

baseband  signal variations

Slow Fading

1. Low Doppler Spread
2. Coherence Time > Symbol Period
3. Channel variations smaller than

baseband  signal variations



Flat Fading

 Occurs when the amplitude of the received signal changes with
time

 For example according to RayleighDistribution

 Occurs when symbol period of the transmitted signal is much
larger than the Delay Spread of the channel

 Bandwidth of the applied signal is narrow.

 May cause deep fades.

 Increase the transmit power to combat thissituation.



h(t,

Flat Fading

s(t) r(t)

0 TS 0  0 TS+

 TS

Occurs when:

BS << BC

and  

TS >> 

BC: Coherence bandwidth

BS: Signal bandwidth  

TS: Symbol period

: Delay Spread



Frequency Selective Fading

 Occurs when channel multipath delay spread is greater than
the symbol period.

 Symbols face time dispersion

 Channel induces Intersymbol Interference (ISI)

 Bandwidth of the signal s(t) is wider than the channel
impulse response.



Frequency Selective Fading

h(t,
s(t) r(t)

0 TS 0  TS+

 TS

0 TS

Causes distortion of the received baseband signal

Causes Inter-Symbol Interference (ISI)

Occurs when:

BS > BC

and

TS < 

As a rule of thumb: TS < 



Symbol Period of  

Transmitting Signal

Different Types of Fading



Flat Slow  

Fading

Flat Fast

Fading

Frequency Selective  

Slow Fading
Frequency Selective

Fast Fading

TC

TS

Transmitted Symbol Period

With Respect To SYMBOL PERIOD



Different Types of Fading

BD
BS

Transmitted Baseband Signal Bandwidth

Flat Fast  
Fading

Frequency Selective  
Slow Fading

Frequency Selective  
Fast Fading

BS

Transmitted
Baseband  

Signal Bandwidth

Flat Slow  
Fading

BC

With Respect To BASEBAND SIGNAL BANDWIDTH



Fading Distributions

 Describes how the received signal amplitude changes
with time.

 Remember that the received signal is combination of
multiple signals arriving from different directions,
phases and amplitudes.

 With the received signal we mean the baseband signal,
namely the envelope of the received signal (i.e. r(t)).

 Its is a statistical characterization of the multipath fading.

 Two distributions

 Rayleigh Fading

 Ricean Fading



Rayleigh and Ricean  Distributions

 Describes the received signal envelope distribution for
channels, where all the components are non-LOS:

 i.e. there is no line-of–sight (LOS) component.

 Describes the received signal envelope distribution for
channels where one of the multipath components is LOS
component.

 i.e. there is one LOScomponent.



Rayleigh Fading
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mean = 1.2533

median = 1.177

variance = 0.4292

Rayleigh Fading



 When there is a stationary (non-fading) LOS signal present,
then the envelope distribution is Ricean.

 The Ricean distribution degenerates to  Rayleigh when 
the dominant component  fades away.

Ricean Distribution



Fading Model – Gilbert-ElliotModel

Fade Period

Time t

Signal  

Amplitude

Threshold

Good
(Non-fade)

Bad
(Fade)



Good
(Non-fade)

Bad
(Fade)

Gilbert-Elliot Model

1/ANFD

 The channel is modeled as a Two-State Markov Chain.
 Each state duration is memory-less and exponentially distributed.

 The rate going from Good to Bad state is: 1/AFD(AFD: Avg Fade
Duration)

 The rate going from Bad to Good state is: 1/ANFD (ANFD: Avg Non-
Fade Duration)
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Second generation and Third generation Wireless 

Networks and Standards, WLL, Bluetooth, GSM, IS95, 

DECT, GSM architecture, GSM channels, multiplex 

access scheme, TDMA, CDM.

GSM, IS95, DECT, GSM architecture, GSM channels, 

multiplex access scheme, TDMA, CDM



Introduction

 The properties of mobile radio channels:

 Multipath fading -> time dispersion,ISI

 Doppler spread -> dynamical fluctuation
These effects have a strong negative impact on the bit error
rate of any modulation.

 Mobile communication systems require signal processing
techniques that improve the link performance in hostile
mobile radio environments.

 Three popular techniques:

 Equalization: compensates for ISI

 Diversity: compensates for channel fading

 Channel coding: detects or correctserrors

These techniques can be deployed independently or jointly.



Equalization

 If the modulation bandwidth exceeds the coherence bandwidth of
the radio channel, ISI occurs and modulation pulses are spread in
time.

 Equalization compensates for intersymbol interference (ISI)
created by multipath within time dispersivechannels.

 An equalizer within a receiver compensates for the average
range of expected channel amplitude and delay characteristics.

 Equalizers must be adaptive since the channel is generally unknown
and timevarying.



Diversity

 Usually employed to reduce the depth and duration of the
fades experienced by a receiver in a flat fading (narrowband)
channel.

 Without increasing the transmitted power or bandwidth.

 Can be employed at both base station and mobile receivers.

 Types of diversity:

.antenna polarization diversity

.frequency diversity

.time diversity.

 Spatial diversity is the most common one.

 While one antenna sees a signal null, one of the other antennas
may see a signal peak.



Channel Coding

 Used to Improve mobile communication link performanceby
adding redundant data bits in the transmittedmessage.
• At the baseband portion of the transmitter, a channel coder

maps a digital message sequence into another specific code
sequence containing a greater number of bits than originally
contained in the message.

 The coded message is then modulated for transmission in the
wireless channel.

 coding can be considered to be a post detection technique.
 Because decoding is performed after the demodulation portion
 two general types of channel codes:

block codes
convolutional codes.



Fundamentals of Equalization

 Intersymbol interference (ISI)

 caused by multipath propagation (time dispersion) ;

 cause bit errors at the receiver;

 the major obstacle to high speed data transmission
over  mobile radio channels.

 Equalization

 a technique used to combat ISI;

 can be any signal processing operation that minimizesISI;

 usually track the varying channel adaptively.



Operating modes of an adaptive equalizer

 Training (first stage)

 A known fixed-length training sequence is sent by the
transmitter so that the receiver's equalizer may average to a
proper setting.

 The training sequence is designed to permit an equalizer at
the receiver to acquire the proper filter coefficients in the
worst possible channel conditions

 The training sequence is typically a pseudorandom binary
signal or a fixed, prescribed bit pattern.

 Immediately following the training sequence, the user datais
sent.



Operating modes of an adaptive equalizer

 Tracking (second stage)

 Immediately following the training sequence, the user data is
sent.

 As user data are received, the adaptive algorithm of the equalizer
tracks the changing channel and adjusts its filter characteristics
over time commonly used in digital communication systems
where user data is segmented into short timeblocks.

 TDMA wireless systems are particularly well suited for equalizers
data in fixed-length time blocks, training sequence usually sent at
the beginning of ablock



Communication system with an adaptive equalizer

 Equalizer can be implemented at baseband or at IF in areceiver.

 Since the baseband complex envelope expression can be used
to represent bandpass waveforms and, thus, the channel
response, demodulated signal, and adaptive equalizer
algorithms are usually simulated and implemented at baseband

 Block diagram of a simplified communications system using an
adaptive equalizer at the receiver is shown in nextpage



Communication system with an adaptive equalizer

x(t)

nb(t)

d(t)

Modulator Transmitter
Radio  

Channel
RF Front End

IF Stage
Detector  

Matched Filter

Adaptive  
Equalizer

Decision  
Maker

+
f (t)

eq
h (t)

y(t)

dˆ(t)

Σ
e(t)



1
eq

F( f )
H ( f )heq(t)  f (t)   (t)

Relevant equations

y(t)  x(t)  f (t)  nb(t)

dˆ(t) x(t)  f (t)heq(t)  nb(t)heq (t)

heq (t) ck (t  nTs )
k

To eliminate ISI, we musthave



A Generic Adaptive Equalizer

Adaptive algorithm that updates the weights

Z-1 Z-1 Z-1

w0 w1 w2

Z-1

wN

Σ

yk yk-1 yk-2

ek

Σ
Prior knowledge: dk

d̂ k



 A transversal filter with

 N delay elements

 N+1 taps

 N+1 tunable complex multipliers

 N+1 weights:

 These weights are updated continuously by the adaptive
algorithm either on a sample by sample basis or on a
block by block basis.

 The adaptive algorithm is controlled by the error signalek.

 ek is derived by comparing the output of the equalizer with
some signal which is either an exact scaled replica of the
transmitted signal xk or which represents a known property of
the transmitted signal.

A Generic Adaptive Equalizer



A Generic Adaptive Equalizer

 A cost function is used
the cost function is minimized by using ekThe, and the

weights are updated iteratively.
 For example, The least mean squares (LMS) algorithmcan

serve as a cost function.

 Iterative operation based on LMS

New weights = Previous weights + (constant) x (Previous error) x
(Current input vector)

Where
Previous error = Previous desired output — Previous actual
output



A Generic Adaptive Equalizer

 Techniques used to minimize the error

 gradient

 steepest decent algorithms
 Based on classical equalization theory, the most commoncost  

function is MSE

MSE----mean square error (MSE) between the desiredsignal  
and the output of the equalizer

E[e(k) e*(k)]



A Generic Adaptive Equalizer

Blind algorithms
 More recent class of adaptive algorithms
 Able to exploit characteristics of the transmitted signal and do

not require training sequences provide equalizer convergence
without burdening the transmitter with training overhead able
to acquire equalization through property restoral techniques of
the transmitted signal,

 Two techniques:
 The constant modulus algorithm (CMA) used for constant

envelope modulation forces the equalizer weights to maintain
a constant envelopeon the received signal

 Spectral coherence restoral algorithm(SCORE).
exploits spectral redundancy or cyclostationarity in the

transmitted signal



Survey of Equalization Techniques

 Equalization techniques can be subdivided into two general
categories:
 linear equalization

 The output of the decision maker is not used in the
feedback  path to adapt the equalizer.

 nonlinear equalization
 The output of the decision maker is used in the feedback

path  to adapt the equalizer.

 Many filter structures are used to implement linearand  
nonlinear equalizers

 For each structure, there are numerous algorithms usedto  
adapt the equalizer.



Classification of equalizers

Equalizer

Linear Nonlinear

Transversal Lattice
Transversal

Channel Est.
LatticeTransversal

DFE
ML Symbol

Detector
MLSE

Zero forcing

LMS

RLS

Fast RLS  

Sq. root RLS

GradientRLS LMS

RLS

Fast RLS  

Sq. root RLS

Gradient RLS LMS

RLS
Fast RLS  

Sq. root RLS

Algorithms

Structures

Types



Most common structure:
---- Linear transversal equalizer (LTE)

 Made up of tapped delay lines, with the tappings spaced a

symbol period (Ts)apart

 The transfer function can be written as a function of thedelay

Assuming that the delay elements have unity gain and 

delayTs,  of a linear

operator jTs
or Z 1

Basic linear transversal equalizer structure



Most common structure:
---- Linear transversal equalizer (LTE)

Two types of LTE

 finite impulse response (FIR)filter
 The simplest LTE uses only feed forwardtaps
 Transfer function is a polynomial in has many zeroes but

poles only at z =0 Usually simply called a transversal filter

 Infinite impulse response (IIR) filter
 Has both feed forward and feedback taps
 Transfer function is a rational function of Z-1 with poles

and zeros.
 Tend to be unstable when used in channels where the

strongest pulse arrives after an echo pulse (i.e., leading
echoes) rarely used.



Tapped delay line filter with both feedforward and feedback taps (IIR)

Rayleigh Fading



Linear Equalizers

Transversal filter implementation (LTE)

Input

Threshold Detector

Output
This type of equalizer is the simplest.



Linear Equalizers

 Current and past values of the received signal are linearly
weighted by the filter coefficient and summed to produce the
output,

 If the delays and the tap gains are analog, the continuous
output of the equalizer is sampled at the symbol rate and the
samples are applied to the decision device.

 Implementation is usually carried out in the digital domain
where the samples of the received signal are stored in a shift
register.

 The output before decision making (thresholddetection)

 The minimum MSE it canachieve



Linear Equalizers

Numerical stable, faster convergence,Complicated



Nonlinear Equalization

 Linear equalizers do not perform well on channels which have
deep spectral nulls in the pass band.

 In an attempt to compensate for the distortion, the linear equalizer
places too much gain in the vicinity of the spectral null, thereby
enhancing the noise present in those frequencies.

 Nonlinear equalizers are used in applications where the
channel distortion is too severe for a linear equalizer to
handle.

 Three very effective nonlinear equalizer
 Decision Feedback Equalization (DFE)
 Maximum Likelihood Symbol Detection
 Maximum Likelihood Sequence Estimation

(MLSE)



Decision Feedback Equalization  (DFE)

Basic idea:
once an information symbol has been detected, the ISI

that it induces on future symbols can be estimated and
subtracted out before detection of subsequent symbols.

 DFE Can be realized in either the direct transversal form or as a
lattice filter.

 The LTE form consists of a feedforward filter (FFF) and a
feedback filter (FBF).

The FBF is driven by decisions on the output of the detector,
and its coefficients can be adjusted to cancel the ISI on the
current symbol from past detected symbols.

 The equalizer has N1 + N2 + I taps in FFF and N3 taps in FBF



Decision Feedback Equalization  (DFE)

Feedforward Filter

Feedback Filter

Input

Output



Decision Feedback Equalization  (DFE)

The output of DFE

The minimum mean square error of DFE

•It can be seen that the minimum MSE for a DFE isalways  

smaller than that of an LTE

Unless F (e jT ) is a constant, where adaptive equalization is not

needed

•If there are nulls in the F (e jT ) , a DFE has significantly  

smaller minimum MSE than an LTE.



Decision Feedback Equalization  (DFE)

Conclusion
 An LTE is well behaved when the channel spectrum

is comparatively flat
 A DFE is more appropriate for severely distorted wireless

channels.
 If the channel is severely distorted or exhibits nulls in

the spectrum
 The performance of an LTE deteriorates and the mean

squared error of a DFE is much better than aLTE.

 Also, an LTE has difficulty equalizing a nonminimum phase
channel where the strongest energy arrives after the first
arriving signal component.



Another form of DFE----predictive DFE

 Also consists of a feed forward filter (FFF) as in the
conventional DFE.

 Difference: the feedback filter (FBF) is driven by an input
sequence formed by the difference of the output of the
detector and the output of the feed forward filter.

 The FBF here is called a noise predictor because it predicts the
noise and the residual ISI contained in the signal at the FFF
output and subtracts from it

 The predictive DFE performs as well as the conventional DFE as
the limit in the number of taps in the FFF and the FBF approach
infinity.

 The FEF in the predictive DFE can also be realized as a lattice
structure



Another form of DFE----predictive DFE



Maximum Likelihood Sequence  Estimation 
(MLSE) equalizer

 The MSE-based linear equalizers are optimum with respect to
the criterion of minimum probability of symbol error when the
channel does not introduce any amplitude distortion.

 Yet this is precisely the condition in which an equalizer is
needed for a mobile communications link.

 MLSE uses various forms of the classical maximum likelihood
receiver structure.

 The MLSE tests all possible data sequences (rather than
decoding each received symbol by itself), and chooses the data
sequence with the maximum probability as theoutput.

 A channel impulse response simulator is used with in
the algorithm.



Maximum Likelihood Sequence  Estimation 
(MLSE) equalizer

NOTES:
 The MLSE requires knowledge of the channel characteristics in

order to compute the metrics for makingdecisions.
 The MLSE also requires knowledge of the statisticall

distribution of the noise corrupting the signall the
probability distribution of the noise determines the
form of the metric for optimum demodulation of the
received signal.

 The matched filter operates on the continuous time signal,
whereas the MLSE and channel estimator rely on discretized
(nonlinear) samples.



Algorithms for Adaptive Equalization

 Equalizer requires a specific algorithm to update the coefficients
and track the channel variations.

 Since it compensates for an unknown and time-varyingchannel
 This section outlines three of the basic algorithms for adaptive

equalization.
 Though the algorithms detailed in this section are derived for

the linear, transversal equalizer, they can be extended to other
equalizer structures, including nonlinear equalizers.



Comparison of Various Algorithms for Adaptive 
Equalization  [Pro9l]



Fundamentals of Diversity  Techniques

Macroscopic diversity
 Macroscopic diversity is also useful at the base station receiver.
 By using base station antennas that are sufficiently separated in  

space, the base station is able to improve the reverselink by 
selecting  the antenna with the strongest signal from the
mobile.

 Used to combat slow fading (shadowing)
 Samples: Base-station handoff in cellular networks



Fundamentals of Diversity  Techniques

Macro-scope diversity

Base station Base station

Mobile



Fundamentals of Diversity  Techniques

 Strategies used in diversity techniques

 Selection diversity

 Maximal ratio combining diversity

 Equal-gain combining diversity

 Hybrid schemes
 Practical considerations

 effectiveness, complexity, cost, and etc.



Derivation of Selection  Diversity improvement

 Consider M independent Rayleigh fading channelsavailable  
areceiver.

Each channel is called a diversity branch.



Derivation of Selection  Diversity 
improvement

This is the probability of all branches failing to achieve

for one or more branches is given by

This is the probability of exceeding a threshold when 
selection  diversity is used.

SNR  i.

 Now, the probability that all M independent diversity
branches receive signals which are simultaneously less than
some specific SNR threshold  is

 If a single branch achieves SNR  , then the probability that
SNR 



Derivation of Selection  Diversity improvement

,

 Then, we can compute the average SNR,  ,

PM()

How to determine the average signal-to-noise ratio of thereceived
signal when diversity isused?

 First of all, find the pdf of (the instantaneous SNR when M  
branches are used). Thus we compute the derivation of CDF

where x   /.

The above equation can be evaluated to yield the 
average  SNR improvement offered by selection diversity.





Derivation of Selection  Diversity improvement

 Selection diversity offers an average improvement in the link
margin without requiring additional transmitter power or
sophisticated receiver circuitry.

 The diversity improvement can be directly related to the
average bit error rate for variousmodulations.

 Selection diversity is easy to implement because all that is
needed is a side monitoring station and an antenna switch at
the receiver.

 However, it is not an optimal diversity technique because it
does not use all of the possible branches simultaneously.

 Maximal ratio combining uses each of the M branches in a
co- phased and weighted manner such that the highest
achievableSNR is available at the receiver at all times.



Derivation of Selection  Diversity 
improvement

Example

Assume four branch diversity is used, where each branch
receives an independent Rayleigh fading signal. If the average
SNR is 20 dB, determine the probability that the SNR will drop
below 10 dB. Compare this with the case of a single receiver
without diversity.

Solution



Derivation of Maximal Ratio  Combining Improvement

M diversity branches are co-phased to provide coherent
voltage addition and are individually weighted to provide
optimalSNR.



Derivation of Maximal Ratio  Combining Improvement

 Assuming that each branch has the same average noise power
N, the total noise power NT applied to the detector is simply
the weighted sum of the noise in each branch.Thus

1) The SNR out of the diversity combiner:
 If each branch has gain Gi , then the resulting signal

envelope applied to the detector is

which results in an SNR applied to the detector, M , given by



Derivation of Maximal Ratio  Combining Improvement

 Using Chebychev's inequality, is maximized

(7-66)

 Conclusion:
The SNR out of the diversity combiner is simply the sum

of  the SNRs in each branch.

when Gi
, which leadsto ri / N

M



RAKE Receiver

 In CDMA spread spectrum systems, the spreading codes are
designed to provide very low correlation between successive
chips.

 If the multipath components are delayed in time by more than a
chip duration, they appear like uncorrelated noise at a CDMA
receiver, and equalization is not required.

 However, since there is useful information in the multipath
components, CDMA receivers may combine the time delayed
versions of the original signal transmission in order to improve
the signal to noise ratio at the receiver

 A RAKE is employed to do this:

It attempts to collect the time-shifted versions of the original
signal by providing a separate correlation receiver for each of
the multipath signals.



RAKE Receiver

The RAKE receiver is essentially a diversity receiver
designed specifically for CDMA, where the diversity is
provided by the fact that the multipath components are
practically uncorrelated from one another when their
relative propagation delays exceed a chip period.

An M branch (M-finger) RAKE receiver implementation. Each correlator detects a time shifted  

version of the original CDMA transmission, and each finger of the RAKE correlates to aportion  

of the signal which is delayed by at least one chip in time from theother fingers.
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Intelligent cell concept, advanced intelligent 

network, SS7 network and ISDN for AIN, AIN 

for mobile communication, 

asynchronous transfer mode technology, future 

public land mobile telecommunication system, 

wireless information superhighway



Wireless?

• A wireless LAN or WLAN is a wireless local area network that
uses radio waves as its carrier.

• The last link with the users is wireless, to give a network
connection to all users in a building or campus.

• The backbone network usually uses cables



Common Topologies

The wireless LAN connects to a wired LAN

• There is a need of an access point that bridges wireless LAN

traffic into the wired LAN.

• The access point (AP) can also act as a repeater for wireless
nodes,

effectively doubling the maximum possible distance between
nodes.



Common Topologies

Complete Wireless Networks

• The physical size of the network is determined by the maximum
reliable propagation range of the radio signals.

• Referred to as ad hoc networks
• Are self-organizing networks without any centralized control
• Suited for temporary situations such as meetings

and conferences.



 Wireless LANs operate in almost the same way as wired LANs,

using the same networking protocols and supporting the most

of the same applications.

How do wireless LANs work?



• They use specialized physical and data link protocols

• They integrate into existing networks through access points

which provide a bridgingfunction
• They let you stay connected as you roam from one coverage

area to another
• They have unique security considerations
• They have specific interoperability requirements

• They require different hardware

• They offer performance that differs from wired LANs.

How are WLANs Different?



Physical Layer:

• The wireless NIC takes frames of data from the link layer,
scrambles the data in a predetermined way, then uses the
modified data stream to modulate a radio carrier
signal.

Data Link Layer:

• Uses Carriers-Sense-Multiple-Access with Collision Avoidance

(CSMA/CA).

Physical and Data Link Layers



• Wireless Access Points (APs) - a small device  that bridges 
wireless traffic to your network.

• Most access points bridge wireless LANs into  Ethernet networks, 
but Token-Ring optionsare  available as well.

Integration With Existing Networks



Integration With Existing Networks



Roaming

• Users maintain a continuous connection as they roam from

one physical area to another
• Mobile nodes automatically register with the new

access point.

• Methods: DHCP, Mobile IP
• IEEE 802.11 standard does not address

roaming, you may need to purchase
equipment from one vendor if your
users need to roam from one access
point to another.



Security

• The IEEE 802.11 standard specifies optional security called

"Wired Equivalent Privacy" whose goal is that a wireless LAN

offer privacy equivalent to that offered by a wired LAN. The

standard also specifies optional authentication measures.

• In theory, spread spectrum radio signals

are inherently difficult to decipher without knowing



Interoperability

• Before the IEEE 802.11 interoperability was based on cooperation
between vendors.

• IEEE 802.11 only standardizes the physical and medium
access control layers.

• Vendors must still work with each other to ensure
their IEEE 802.11 implementations interoperate

• Wireless Ethernet Compatibility Alliance (WECA) introduces the
Wi-Fi Certification to ensure cross- vendor interoperability of
802.11bsolutions



Hardware

• PC Card, either with integral antenna or with  external 
antenna/RF module.

• ISA Card with external antenna connected by  cable.

• Handheld terminals

• Access points



Hardware



Performance

• 802.11a offers speeds with a theoretically maximum rate of
54Mbps in the 5 GHz band

• 802.11b offers speeds with a theoretically maximum
rate of 11Mbps at in the 2.4 GHz spectrum band

• 802.11g is a new standard for data rates of up to a theoretical
maximum of 54 Mbps at 2.4 GHz.



What is 802.11?

• A family of wireless LAN (WLAN) specifications developed by

a working group at the Institute of Electrical and Electronic

Engineers (IEEE)

• Defines standard for WLANs using the following four

technologies

• Frequency Hopping Spread Spectrum (FHSS)

• Direct Sequence Spread Spectrum (DSSS)

• Infrared (IR)

• Orthogonal Frequency Division Multiplexing (OFDM)

• Versions: 802.11a, 802.11b, 802.11g,802.11e,



Frequency Hopping Vs. Direct Sequence

• FH systems use a radio carrier that “hops” from frequency
to frequency in a pattern known to both transmitter and
receiver

• Easy to implement

• Resistance to noise

• Limited throughput (2-3 Mbps @ 2.4 GHz)

• DS systems use a carrier that remains fixed to a specific frequency
band.

• The data signal is spread onto a much larger range of frequencies
(at a much lower power level) using a specific encoding scheme.

• Much higher throughput than FH (11 Mbps)

• Better range



802.11a

• Employs Orthogonal Frequency Division Multiplexing
(OFDM)

• Offers higher bandwidth than that of 802.11b, DSSS(Direct
Sequence Spread Spectrum)

• 802.11a MAC (Media Access Control) is sameas 802.11b
• Operates in the 5 GHz range



802.11a

• 5 GHz band is 300 MHz (vs. 83.5 MHz @ 2.4 GHz)

• More data can travel over a smaller amountof bandwidth

• High speed

• Up to 54 Mbps

• Less interference

• Fewer products using the frequency

• 2.4 GHz band shared by cordless phones, microwave ovens,
Bluetooth, and WLANs



802.11a Advantages

• 5 GHz band is 300 MHz (vs. 83.5 MHz @ 2.4 GHz)

• More data can travel over a smaller amountof bandwidth

• High speed

• Up to 54 Mbps

• Less interference

• Fewer products using the frequency

• 2.4 GHz band shared by cordless phones, microwave ovens,
Bluetooth, and WLANs



802.11a Disadvantages

• Standards and Interoperability

• Standard not accepted worldwide
• No interoperability certification available

for 802.11a products

• Not compatible or interoperable with 802.11b

• Legal issues
• License-free spectrum in 5 GHz band not available worldwide

Market beyond LAN-LAN bridging, there is limited interest for 5
GHz adoption



802.11a Disadvantages

• Building-to-building connections

• Video, audio conferencing/streaming video,  and audio

• Large file transfers, such as engineering  CAD drawings

• Faster Web access and browsing

• High worker density or high throughput scenarios

• Numerous PCs running graphics-intensive applications



802.11a Applications

• Building-to-building connections

• Video, audio conferencing/streaming video,  and audio

• Large file transfers, such as engineering  CAD drawings

• Faster Web access and browsing

• High worker density or high throughput scenarios

• Numerous PCs running graphics-intensive applications



802.11e Introduces Quality of Service

• Also know as P802.11 T

• To enhance the 802.11 Medium Access Control (MAC) to improve
and manage Quality of Service (QOS)

• Cannot be supported in current chip design

• Requires new radio chips

• Can do basic QOS in MAC layer



802.11f – Inter Access Point Protocol

• Also know as P802.11

• Purpose:

• To develop a set of requirements for Inter-Access Point Protocol

(IAPP), including operational and management aspects Point

Protocol (IAPP), including operational and management aspects.



802.11b Security Features

• Wired Equivalent Privacy (WEP) – A protocol to protect link-
level data during wireless transmission between clients and
access points.

• Services:

• Authentication: provides access control to the network by
denying access to client stations that fail to authenticate
properly.

• Confidentiality: intends to prevent information  
compromise from casual eavesdropping

• Integrity: prevents messages from being modified while in
transit between the wireless client and the accesspoint.


