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INTRODUCTION TO OPTIMIZATION
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Introduction to Optimization
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Optimization is the act of obtaining the best result under given
circumstances.

Optimization can be defined as the process of finding the
conditions that give the maximum or minimum of a function.

The optimum seeking methods are also known as mathematical
programming techniques and are generally studied as a part of
operations research.

Operations research is a branch of mathematics concerned with
the application of scientific methods and techniques to decision
making problems and with establishing the best or optimal
solutions.
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Mathematical optimization problem:

f0 : R
n R: objective function

x=(x1,…..,xn): design variables (unknowns of the problem, 
they must be linearly independent)
gi : R

n R: (i=1,…,m): inequality constraints

The problem is a constrained optimization problem

mibxg
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• If a point x* corresponds to the minimum value of the function 

f (x), the same point also corresponds to the maximum value of 

the negative of the function, -f (x). Thus optimization can be 

taken to mean minimization since the maximum of a function 

can be found by seeking the minimum of the negative of the 

same function.
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Constraints

Behaviour constraints: Constraints that represent limitations on the

behaviour or performance of the system are termed behaviour or

functional constraints.

Side constraints: Constraints that represent physical limitations on

design variables such as manufacturing limitations.
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In civil engineering, the objective is usually taken as the 

minimization of the cost.

In mechanical engineering, the maximization of the mechanical 

efficiency is the obvious choice of an objective function.

In aerospace structural design problems, the objective function for 

minimization is generally taken as weight.

In some situations, there may be more than one criterion to be 

satisfied simultaneously. An optimization problem involving 

multiple objective functions is known as a multiobjective 

programming problem.
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With multiple objectives there arises a possibility of conflict, and one 

simple way to handle the problem is to construct an overall objective 

function as a linear combination of the conflicting multiple objective 

functions.

Thus, if f1 (X) and f2 (X) denote two objective functions, construct a 

new (overall) objective function for optimization as:

where 1 and 2 are constants whose values indicate the relative 

importance of one objective function to the other.



12

Classification of optimization problems

Classification based on:

Constraints

Constrained optimization problem

Unconstrained optimization problem

Nature of the design variables

Static optimization problems

Dynamic optimization problems
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Classification based on:

Physical structure of the problem
Optimal control problems

Non-optimal control problems

Nature of the equations involved
Nonlinear programming problem

Geometric programming problem

Quadratic programming problem

Linear programming problem

Classification based on:

Physical structure of the problem

Optimal control problems

Non-optimal control problems

Nature of the equations involved

Nonlinear programming problem

Geometric programming problem

Quadratic programming problem

Linear programming problem
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Classification based on:

Physical structure of the problem
Optimal control problems

Non-optimal control problems

Nature of the equations involved
Nonlinear programming problem

Geometric programming problem

Quadratic programming problem

Linear programming problem

Classification based on:

Permissable values of the design variables

Integer programming problems

Real valued programming problems

Deterministic nature of the variables

Stochastic programming problem

Deterministic programming problem
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SINGLE VARIABLE OPTIMIZATION
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Classification based on:

Physical structure of the problem
Optimal control problems

Non-optimal control problems

Nature of the equations involved
Nonlinear programming problem

Geometric programming problem

Quadratic programming problem

Linear programming problem

Useful in finding the optimum solutions of continuous and 

differentiable functions

These methods are analytical and make use of the techniques of 

differential calculus in locating the optimum points.

Since some of the practical problems involve objective functions that 

are not continuous and/or differentiable, the classical optimization 

techniques have limited scope in practical applications.
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A function of one variable f (x) has a relative or local minimum at x = 

x*  if f (x*) ≤  f (x*+h) for all sufficiently small positive and negative 

values of h

A point x* is called a relative or local maximum if f (x*) ≥  f (x*+h)

for all values of h sufficiently close to zero.

Local 
minimu
m

Global minima

Local minima
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A function f (x) is said to have a global or absolute minimum at x*  if f 

(x*) ≤  f (x) for all x, and not just for all x close to x*, in the domain 

over which f (x) is defined. 

Similarly, a point x*  will be a global maximum of f (x) if f (x*) ≥  f (x)

for all x in the domain. 



If a function f (x) is defined in the interval a ≤ x ≤ b and has a 
relative minimum at x = x*, where a < x* < b, and if the 
derivative df (x) / dx = f’(x) exists as a finite number at x = x*, 
then f’ (x*)=0

The theorem does not say that the function necessarily will have 
a minimum or maximum at every point where the derivative is 
zero. e.g. f’ (x)=0 at x= 0 for the function shown in figure. 
However, this point is neither a minimum nor a maximum. In 
general, a point x* at which f ’(x*)=0 is called a stationary point.
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The theorem does not say what happens if a minimum or a 
maximum occurs at a point x* where the derivative fails to 
exist. For example, in the figure

depending on whether h approaches zero through positive or 
negative values, respectively. Unless the numbers      or     are

equal, the derivative f’ (x*) does not exist. If f’ (x*) does not 
exist, the theorem is not applicable.

(negative) mor  (positive) 
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Let f ’(x*)=f’’(x*)=…=f (n-1)(x*)=0, but f(n)(x*) ≠ 0. Then f(x*) is 

A minimum value of f (x) if f (n)(x*) > 0 and n is even

A maximum value of f (x) if f (n)(x*) < 0 and n is even

Neither a minimum nor a maximum if n is odd

Determine the maximum and minimum values of the function:

Solution: Since f’(x)=60(x4-3x3+2x2)=60x2(x-1)(x-2), 

f’(x)=0 at x=0,x=1, and x=2. 

The second derivative is:

At x=1, f’’(x)=-60 and hence x=1 is a relative maximum. Therefore,

fmax= f (x=1) = 12

At x=2, f’’(x)=240 and hence x=2 is a relative minimum. Therefore,  

fmin= f (x=2) = -11
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Solution cont’d: 

At x=0, f’’(x)=0 and hence we must investigate the next derivative.

Since      at x=0, x=0 is neither a maximum nor a minimum, and it is an 

inflection point. 
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Bounding Phase Method
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UNIT – III

MULTI VARIABLE UNCONSTRAINED OPTIMIZATION
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MULTIVARIABLE CONSTRAINED OPTIMIZATION
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Langrangian Method
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Kuhn Tucker Conditions
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Quadratic programming
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GEOMETRIC AND INTEGER PROGRAMMING



80

Integer Programming
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Thank you


